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Abstract

A numerical model NEWTANK (Numerical Wave TANK) has been developed to study three-dimensional (3-D) non-
linear liquid sloshing with broken free surfaces. The numerical model solves the spatially averaged Navier–Stokes equa-
tions, which are constructed on a non-inertial reference frame having arbitrary six degree-of-freedom (DOF) of motions,
for two-phase flows. The large-eddy-simulation (LES) approach is adopted to model the turbulence effect by using the
Smagorinsky sub-grid scale (SGS) closure model. The two-step projection method is employed in the numerical solutions,
aided by the Bi-CGSTAB technique to solve the pressure Poisson equation for the filtered pressure field. The second-order
accurate volume-of-fluid (VOF) method is used to track the distorted and broken free surface. Laboratory experiments are
conducted for both 2-D and 3-D non-linear liquid sloshing in a rectangular tank. A linear analytical solution of 3-D liquid
sloshing under the coupled surge and sway excitation is also developed in this study. The numerical model is first validated
against the available analytical solution and experimental data for 2-D liquid sloshing of both inviscid and viscous fluids.
The validation is further extended to 3-D liquid sloshing. The numerical results match with the analytical solution when
the excitation amplitude is small. When the excitation amplitude is large where sloshing becomes highly non-linear, large
discrepancies are developed between the numerical results and the analytical solutions, the former of which, however, agree
well with the experimental data. Finally, as a demonstration, a violent liquid sloshing with broken free surfaces under six
DOF excitations is simulated and discussed.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Liquid sloshing is a kind of wave motion inside a partially filled tank. The sloshing phenomenon is of great
theoretical and practical importance in coastal and offshore engineering with regard to the safety of sea trans-
port of oil and liquefied natural gas (LNG). Under external excitations that are of large amplitude or near the
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natural frequency of sloshing, the liquid inside a partially filled tank is prone to violent oscillations and large
impact pressure on the tank. A comprehensive review of liquid sloshing can be found in [17,21].

Sloshing waves in a rectangular tank have been intensively studied in the last a few decades. Many research-
ers have devoted their efforts to study sloshing analytically based on potential flow theory. For example, Falt-
insen [10] derived a linear analytical solution for liquid sloshing in a horizontally excited 2-D rectangular tank
and this solution has been widely used in the validation of numerical models. Recently, Faltinsen et al. [11] and
Faltinsen and Timokha [12] developed a multimodal approach to describe the non-linear sloshing in a rectan-
gular tank with finite water depth. Later, Hill [16] analyzed the transient behavior of the resonated waves by
relaxing many of the assumptions adopted in the previous studies. However, these theoretical analyses are not
valid for viscous and turbulent flows, so the overturning and breaking waves during violent liquid sloshing
cannot be described. On the other hand, laboratory measurements of wave height and hydrodynamic pressure
have been reported by Verhagen and Wijingaarden [37], Okamoto and Kawahara [29], Okamoto and Kawa-
hara [30], Akyildiz and Ünal [1], etc. These measurements are very useful for validating theoretical solution
and numerical results.

Many numerical models solve Laplace equation for liquid sloshing based on potential flow theory. The ear-
liest pioneer is Faltinsen [10], who developed the boundary element method (BEM) model to study the liquid
sloshing problems and compared the numerical results with the linear analytical solution. Later, Nakayama
and Washizu [28] adopted the same method to study liquid sloshing in an excited rectangular tank subjected
to surge, heave, or pitch motion. Meanwhile, the finite element method (FEM) is another popular numerical
method in solving Laplace equation. Nakayama and Washizu [27] analyzed the non-linear liquid sloshing in a
2-D rectangular tank under pitch excitation by using FEM. Their work was followed and refined by Cho and
Lee [7], who analyzed the large amplitude sloshing in a 2-D tank. Wang and Khoo [33] studied 2-D non-linear
sloshing problems under random excitations by using fully non-linear wave theory. Wu et al. [35] conducted a
series of 3-D demonstrations on liquid sloshing based on FEM. Unfortunately, their 3-D numerical results
were not compared to any experimental data. The finite difference method (FDM) is another means to solve
Laplace equation. Coordinate transformations are usually used when Laplace equation is solved by FDM.
For example, Chen et al. [3] adopted a curvilinear coordinate system to map the sloshing from the non-rect-
angular physical domain into a rectangular computational domain. Similar ideas have also been employed by
Frandsen and Borthwick [13] and Frandsen [14], who conducted a series of numerical experiment in a 2-D
tank which is moved both horizontally and vertically by using r-coordinate transformation. However,
because of the use of potential flow assumption, both viscous sloshing and rotational motion of the liquid can-
not be captured by the models introduced above.

Alternatively, one can solve Navier–Stokes equations (NSE) or its kind for viscous liquid sloshing. For
example, Armenio and La Rocca [2] adopted the FDM to solve the Reynolds Averaged Navier–Stokes
(RANS) equations and compared the results to that from shallow water equations (SWE). They observed that,
not surprisingly, the RANS model provides more accurate results than the SWE model. Meanwhile, some
researchers have applied NSE to study 2-D liquid sloshing by using coordinate transformation, such as Chen
and Chiang [4], Chen [5] and Chen and Nokes [6]. On the other hand, Kim [19] and Kim et al. [20] employed
the SOLA scheme to study liquid sloshing in a 3-D container and adopted the concept of buffer zone to cal-
culate the impact pressure on the tank ceiling. The height function was employed in their model to track the
free surface that restricts the free surface to be single-valued and thus the model is not applicable to simulate
broken free surface. So far, there has been no report for a 3-D model that can simulate viscous liquid sloshing
in a tank with broken free surfaces.

In this study, we shall present a two-phase fluid flow model that solves the spatially averaged Navier–Stokes
equations constructed in an arbitrarily moving non-inertial frame to represent a rigid tank under six degree-of-
freedom (DOF) external excitation. The volume-of-fluid (VOF) method is adopted to track the free surface
motion. The concept of piecewise linear interface calculation (PLIC) [15], which represents the free surface
in each cell by an inclined plane, is employed in this 3-D model. The large-eddy-simulation (LES) is used
for turbulence modeling. A linear analytical solution is proposed for 3-D liquid sloshing under combined surge
and sway excitations. The model is validated by comparing the numerical results with the linear analytical
solution, experimental data and other numerical solution for both 2-D and 3-D sloshing. Finally, a demon-
stration of violent liquid sloshing in a 3-D tank with broken free surfaces is presented.
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2. Mathematical model

The motions of an incompressible fluid are governed by the spatially averaged Navier–Stokes equations. In
order to avoid the treatment of complicated boundary conditions on moving walls, the non-inertial reference
frame that follows the tank motion is adopted. In this case, the Navier–Stokes equations are modified to be:
o�ui

oxi
¼ 0; ð1Þ

o�ui

ot
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where i, j = 1, 2, 3 for 3-D flows, �ui denotes the ith component of the filtered (spatially averaged) velocity vec-
tor, t the time, q the density (q = qa in air and q = qw in water), �p the filtered pressure, fi the ith component of
the external acceleration, sm

ij ¼ 2lSij the molecular viscous stress tensor with l being the molecular viscosity,
and Rij the stress induced by the filtering process for spatial flow variation that is mainly caused by small-scale

turbulence. In the above definition, Sij ¼ 1
2
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is the rate of strain of the filtered flow. The stress Rij is

modeled by the Smagorinsky sub-grid scale (SGS) model from the concept of large-eddy-simulation (LES)
[32].
Rij ¼ 2ltSij; ð3Þ

where lt ¼ q L2

s

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p� �
is the eddy viscosity and Ls is the characteristic length scale which equals

Cs(DxDyDz)1/3 with Cs = 0.15 [24]. For simplicity, the symbol for space filtering, ‘‘–”, will be dropped from
herein.

The external acceleration fi includes the gravitational acceleration, translational and rotational inertia
forces. The vector form of fi is as follows [18]:
f ¼ g� dV

dt
� d _h

dt
� ðr� RÞ � 2 _h� dðr� RÞ

dt
� _h� ½ _h� ðr� RÞ�; ð4Þ
where g is the gravitational acceleration; V and _h are the translational and rotational velocity of the non-iner-
tial frame, respectively; r and R are the position vector of the considered point and the rotational motion ori-
gin (Fig. 1).

The transportation equation of density is expressed as,
oq
ot
þ ui

oq
oxi
¼ 0; ð5Þ
which implies that the incompressibility of fluid is imposed in the entire two-phase flow field.
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Fig. 1. Non-inertial reference frame for a 3-D tank under external excitation.
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3. Numerical implementation

3.1. Two-step projection method and spatial discretization

In the present model, the governing equations are solved by the finite difference method on a staggered grid
mesh. A two-step projection method [8,9,22], which has been proved to be very robust, is employed. In the first
step, the time derivative is discretized by the forward difference method and an intermediate velocity which
carries the correct vorticity is introduced as
~unþ1
i � un

i

Dt
¼ �un

j

oun
i

oxj
þ 1

qn

osn
ij

oxj
; ð6Þ
where the superscript indicates the time level and Dt is the time step size. It is seen that the pressure gradient
term and the external acceleration term are not included in Eq. (6), so the intermediate velocity ~ui does not, in
general, satisfy the continuity equation.

The second step is to project the intermediate velocity field onto a divergence-free plane to obtain the final
velocity:
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Combining (6) and (7), we can show that momentum equations of the SANS equations are satisfied approx-
imately, with pressure gradient being evaluated at the (n + 1)th time level. Taking the divergence of (7) and
applying (8) to the resulting equation yields
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which is also called the pressure Poisson equation (PPE). By solving (9) with appropriate boundary conditions
iteratively, the correct pressure information at the (n + 1)th time step will be obtained. Substituting the
updated pressure information into (7), the new velocity field at the (n + 1)th time step, which satisfies the
divergence-free constraint enforced by (8), is obtained. As for the spatial discretization, a combination of
the central difference method and upwind method is used to discretize the convection terms, while only central
difference method is used to discretize the diffusion terms and pressure gradient terms. In addition, the pres-
sure Poisson equation (PPE) is solved by Bi-CGSTAB method [38].

3.2. Interface tracking: VOF method

By introducing a volume-of-fluid function F,
F ¼ q� qa

qw � qa

; ð10Þ
Eq. (5) becomes to
oF
ot
þ ui

oF
oxi
¼ 0; ð11Þ
where F represents the volumetric ratio between the water (liquid) and the fluid mixture (liquid and gas), which
equals to 0 in air and 1 in water, the same as that in the conventional VOF approach.

In the VOF interface tracking method, the normal vector of the interface in each grid is calculated by using
Youngs’ (least squares) method [31]. The interface will then be moved by the interpolated velocity and the
volume flux in all three directions can be calculated according to Gueyffier et al. [15]. After that, the VOF
function F can be updated to the next time step. The scheme is second-order accurate. The details of the
numerical treatment can be found in Liu [26] and Lin [21].
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3.3. Numerical stability criterion

There are two stability criteria that must be satisfied to make the scheme stable. One is related to the con-
vection process that is characterized by the Courant number (Cr) restriction, i.e.
Dt 6 min
Cr � Dx

umax

;
Cr � Dy

vmax

;
Cr � Dz

wmax

	 

; ð12Þ
where umax, vmax and wmax are the maximum velocities in x-, y- and z-direction, respectively. The value of Cr is
1.0 in principle but is often taken below 0.5 to ensure the accuracy and stability in highly non-linear flow
regimes.

The other stability restriction is related to the diffusion process. In order to avoid the negative diffusion, the
following condition should be satisfied:
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: ð13Þ
4. Results of 2-D liquid sloshing

In this section, we shall present both the linear and non-linear 2-D sloshing cases. For the former cases, the
numerical results will be compared to analytical solution. For the latter cases, the numerical solution will be
compared to experimental data and other numerical results.

4.1. Free liquid sloshing for viscous fluids

When the viscous effect is considered, a linearized analytical solution for 2-D small amplitude viscous waves
in a rectangular tank has been derived by Wu et al. [36] when the initial interface elevation profile is as follows:
g0 ¼ a cos k xþ W
2

� �
; ð14Þ
where W is the length of the tank, a the initial wave amplitude and k = 2p/W. In case when
j ¼ g

v2k3 > 0:5814122, in which m is the kinematic viscosity of the liquid, the analytical solution for free surface
deformation within the basin can be expressed in terms of the following closed-form:
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where Re ¼ h
ffiffiffiffiffi
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p

=m, c1 and c2 are any two non-conjugate roots of the four possible roots of the equation:
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where D ¼ 4ð6c2
1R þ 1Þð2c2

1R þ 1Þ � 4ðjþ 1Þ. It is noted that the origin is set at the left boundary of the tank
and on the still water level.

In this simulation, the length of the tank is W = 1 m. The initial wave amplitude a = 0.01 m and the still
water depth h = 0.5 m. The turbulence model is turned off in order to compare with the linear analytical
solution. The employed mesh system has 25 uniform horizontal grids with the mesh size Dx = 0.04 m and
23 non-uniform vertical grids with 10 grids (the minimum mesh size Dz = 0.002 m) being arranged near the
free surface. The constant time step Dt = 1.204 � 10�5 s is used in the case of Re = 20 and Dt = 1.204 � 10�4 s
in the case of Re = 200 to provide stable solution during the entire computation. Both cases run up to
t = 11.3 s. It takes about 1.5 and 0.5 CPU hours in Intel (R) Core (TM) 2@1.86 GHz, respectively, to finish



3926 D. Liu, P. Lin / Journal of Computational Physics 227 (2008) 3921–3939
the computation. Fig. 2 shows the numerical results (circle) of the normalized wave elevation f = g/a at x = 0
against the normalized time s ¼ t

ffiffiffiffiffiffiffiffi
g=h

p
when Re = 20 and 200. It is seen from the figure that the wave will

oscillate with decaying amplitude. The decaying rate of Re = 20 is much faster than that of Re = 200. In both
cases, the numerical results favorably match the analytical solution, indicating the model is a useful tool in
predicting the viscous liquid sloshing.

The mesh convergence test is also conducted for both Re = 20 and Re = 200. The additional computations
are made by using the mesh sizes double and half of the previous reference test. The comparisons are plotted in
Fig. 2. The difference among three numerical results is small, especially between the reference test and the fine
mesh test, implying that the numerical solution is convergent when the reference mesh system is used. The
coarse mesh system in the case of Re = 200, however, exhibits a faster decaying rate and develops a phase
lag after s = 5.

4.2. Linear forced liquid sloshing under horizontal excitation

In this section, the demonstration will be made by using the present model to simulate liquid sloshing in a
horizontally excited 2-D rectangular tank with still water depth h and tank length 2a. For the periodic exci-
tation, i.e. ue = �Acosxt, where ue is the tank excitation velocity, A = bx is the velocity amplitude with b

being the displacement amplitude, and x is the angular frequency of the excitation, Faltinsen [10] gave the
linear analytical solution for the velocity potential function /. One can readily convert / into the free surface
displacement g by the use of
Fig. 2.
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It is noted that the origin is set at the center of the tank and on the still water level.
In this study, we will use the parameter h = a = 0.5 m. With g = 9.81 m/s2, the lowest natural frequency of

fluid in the tank can be computed as x0 = 5.314 s�1. We first simulate the case with the excitation frequency
x = 0.5x0 and b = 0.01 m. The turbulence model is turned off and the molecular viscosity is set to zero to be
consistent with potential flow assumption. In the simulation, the employed mesh system has 100 uniform hor-
izontal meshes with mesh size Dx = 0.01 m and 50 non-uniform vertical meshes with 27 grids (the minimum
Dz = 0.001 m) being arranged near the free surface. The time step is automatically adjusted to ensure the
numerical stability. The simulation runs up to t = 10 s. It takes about 0.4 CPU hours in Intel (R) Core
(TM) 2@1.86 GHz to finish the computation. The numerical results of free surface displacement at x = a

(right boundary) are compared to the analytical solution (17) in Fig. 3a. Very good agreements are obtained
in the comparison.

The model is then used to study the liquid sloshing at the near-resonant frequency of x = 0.95x0. This time
the displacement amplitude is set to be very small, i.e. b = 0.0004 m. In this simulation, the employed mesh
system has 100 uniform horizontal meshes with mesh size Dx = 0.01 m and 43 non-uniform vertical meshes
with 20 grids (the minimum Dz = 0.001 m) being arranged near the free surface. It used 0.3 CPU hours in this
computation. Although the displacement amplitude is only 4% of that in the first case, due to the resonance
effect, the sloshing amplitude grows to the same order of magnitude at t = 10 s, as shown in Fig. 3b. Again,
the numerical results match remarkably well with the theory. The numerical experiments presented in this sec-
tion demonstrate the model’s accuracy in terms of free surface displacement calculation under external
excitation.
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. Comparisons of free surface displacement at x = a in a horizontally excited tank with (a) b = 0.01 m and x = 0.5x0;
0.0004 m and x = 0.95x0 between the present numerical results (dotted line) and analytical solution (solid line).
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4.3. Non-linear liquid sloshing under surge motion

The previous comparisons are within linear regime, i.e. H/h� 1. In order to test the performance of the
present model in solving non-linear wave, two experiments are conducted for both non-resonance and reso-
nance cases.

The experiments have been conducted in a hexahedron tank which is 570 mm long, 310 mm wide, and
300 mm high in the Structural Laboratory at National University of Singapore. The water depth is
150 mm, so the lowest natural frequency x0 = 6.0578 s�1. The tank is secured on a shaker. Two experiments
with different shaking frequencies but the same amplitude are conducted. The movement of the shaker follows
the sinusoidal function:
x ¼ �a sin xt;
where the amplitude a = 5 mm and the shaking frequencies x are 0.583x0 and 1.0x0, respectively. The wave
tank is equipped with three wave gauges which are located at the center of the tank, near the left boundary and
the right boundary of the tank (Fig. 4).

In this first simulation, the employed mesh system has 114 uniform horizontal meshes with mesh size
Dx = 0.005 m and 43 non-uniform vertical meshes with 20 grids (the minimum Dz = 0.005 m) being arranged
near the free surface. The time step is automatically adjusted to ensure the numerical stability. The simulation
with x = 0.583x0 runs up to t = 22.5 s. The turbulence model is turned on in this case to simulate the real
fluid. It used 0.5 CPU hours in this computation. The numerical results of free surface displacement at the
positions of the probes (Fig. 4) are compared to the experimental data and analytical solution. Very good
agreements are obtained in all three positions (Fig. 5) among the numerical, analytical and experiment results.
In this case, another simulation with the turbulence model being turned off is also performed. Bare difference
can be observed between the two simulations, implying that turbulence effect is negligible in this case.

In the second simulation where x = 1.0x0, the employed mesh system has 114 uniform horizontal meshes
with mesh size Dx = 0.005 m and 64 uniform vertical meshes with Dz = 0.005 m. The simulation with
x = 1.0x0 runs up to t = 6.7 s. It took 0.9 CPU hours to finish this case. Very obvious resonant phenomenon
is shown in Fig. 6. In addition, the linear analytical solution, which shows symmetric wave pattern, fails
because the wave crest is much larger than the trough in this resonant case. Therefore, we will compare the
wave amplitude with the experiment data. From Fig. 6, it can be seen that the present numerical results agree
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Fig. 4. The sketch of the 2-D sloshing experiment.
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very well both experiment data and the solution of another NSE solver with r-coordinate transformation [23],
indicating that the present model is an accurate tool in predicting the non-linear sloshing motion. Whether the
turbulence model is on or off makes little difference to the final results in this case.

5. Results of 3-D liquid sloshing

5.1. Free sloshing

In the following paragraphs, the 3-D liquid sloshing in a confined tank will be studied and discussed. The
tank has the dimensions of Lx � Ly. For the initial free surface displacement being Gaussian distribution
about the center of the basin, i.e.
g0ðx; yÞ ¼ H 0 exp �b½ðx� Lx=2Þ2 þ ðy � Ly=2Þ2�
n o

; ð19Þ
where H0 is the initial height of the hump and b is the peak enhancement factor, Wei and Kirby [34] proposed
the linear analytical solution for the free surface deformation within the basin:
gðx; y; tÞ ¼
X1
n¼0

X1
m¼0

�gnme�ixnmt cosðnkxÞ cosðmkyÞ ð20Þ
in which:
�gnm ¼
4
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Fig. 6. Comparisons of the time series of surface elevation g at the position of (a) probe 1; (b) probe 2; and (c) probe 3 among the present
numerical results (dashed line), the analytical solution (solid line), the numerical results of r-coordinate model [23] (dotted line) and
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where dnm is the Kronecker delta function and
k ¼ p
Lx
¼ p

Ly
: ð22Þ
The (n,m) wave modes have the corresponding natural frequency that is determined by the linear dispersion
equation,
x2
nm ¼ gknm tanhðknmh0Þ; ð23Þ
where h0 is the still water depth and
k2
nm ¼ ðnkÞ2 þ ðmkÞ2 ¼ p

Lx

� �2

ðn2 þ m2Þ: ð24Þ
In this study, we take the following parameters: Lx = Ly = 10 m, h0 = 0.50 m, H0 = 0.05 m, and b = 0.4.
The ratio of the initial height of the hump to the water depth H0/h0 = 0.1, which is relatively small, so only
a little non-linearity is present during the wave transformation and we can use this case to validate the accu-
racy and stability of this model. The domain is discretized by 200 � 200 uniform grids with Dx = Dy = 0.05 m
in the horizontal plane and 21 non-uniform grids with eight grids (the minimum Dz = 0.01 m) near the inter-
face are used in the vertical direction. The time step is adjusted automatically to ensure the stability of the
model. The turbulence model is again turned off. The simulation runs up to t = 50 s and it took abound 20
CPU hours to finish this case.

The comparisons of the time histories of surface elevation at the center of the domain among the pres-
ent numerical results, the analytical solutions, the Boussinesq solutions [25] and another NSE solver using
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r-coordinate transformation [23] are shown in Fig. 7a. It is found that the Boussinesq solutions have a little
larger phase shift from the analytical solution than the other two numerical results, although the wave pattern
is almost the same as the analytical solution. On the other hand, both of the other two NSE results favorably
match the analytical solution, indicating the present model is good enough in predicting the wave amplitude
when the H0/h0 ratio is small.

If the initial height of the hump H0 is increased to 0.20 m, the strong wave non-linearity is present and the
linear wave theory fails to describe the wave pattern from the very first wave (Fig. 7b). The Boussinesq results
agree fairly well with both NSE solutions in the beginning, but discrepancies develop later mainly for the
phase calculations. This implies that as the wave non-linearity becomes very strong, the accuracy of the Bous-
sinesq equations can be degenerated. However, the results of present model compared very well with the other
NSE solver using r-coordinate transformation, indicating the present numerical model can accurately simu-
late the wave problem with strong non-linearity.

5.2. Linear forced sloshing under combined surge and sway excitations

In this section, the validation will be further made by using the present model to simulate liquid sloshing in
a 3-D hexahedron tank with still water depth h, tank length 2a and width 2w. If the tank was set on a shaking
table making an angle u from the axis of oscillation, for a periodic excitation of the shaker, i.e. ue = �Acosxt,
where ue is the shaker excitation velocity, A = bx is the velocity amplitude with b being the displacement
amplitude, and x is the angular frequency of the excitation, we can project the velocity of the shaker ue into
x- and y-direction (Fig. 8) and consider the problem to be a coupled surge and sway motion, i.e.
Fig. 7.
(dotted
line) fo
ux ¼ �A cos u cos xt;

uy ¼ �A sin u cos xt:
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Combining the linear analytical solution of Faltinsen [10] under 1-D excitation, which has been discussed in
Section 4.2, in both x-direction and y-direction, the 3-D linear analytical solution of surface elevation of com-
bined surge and sway excitations is as follows:
g ¼ 1

g

X1
n¼0

sin
ð2nþ 1Þp

2a
x

	 

cosh

ð2nþ 1Þp
2a

h
	 


½�Anxxnx sin xnxt � Cnxx sin xt� � 1

g
Axx sin xt

þ 1

g

X1
n¼0

sin
ð2nþ 1Þp

2w
y

	 

cosh

ð2nþ 1Þp
2w

h
	 


½�Anyxny sin xnyt � Cnyx sin xt� � 1

g
Axy sin xt; ð25Þ
where
x2
nx ¼ g

ð2nþ 1Þp
2a

tanh
ð2nþ 1Þp

2a
h

	 

; Cnx ¼

xKnx

x2
nx � x2

Anx ¼ �Cnx �
Knx

x
;

Knx ¼
xA

cosh ð2nþ1Þp
2a h

n o 2

a
2a

ð2nþ 1Þp

� �2

ð�1Þn
ð26Þ
and
x2
ny ¼ g

ð2nþ 1Þp
2w

tanh
ð2nþ 1Þp

2w
h

	 

; Cny ¼

xKny

x2
ny � x2

Any ¼ �Cny �
Kny

x
;

Kny ¼
xA

cosh ð2nþ1Þp
2w h

n o 2

w
2w

ð2nþ 1Þp

� �2

ð�1Þn:
ð27Þ
It is noted that the origin is still set at the center of the tank and on the still water level.
In this section, we will use the parameter h = 0.15 m, a = 0.285 m and w = 0.155 m. The natural frequencies

in this case are [35]:
x2
mn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mgp
2a

� �2

þ ngp
2w

� �2
r

tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mph
2a

� �2

þ nph
2w

� �2
s

ðm; n ¼ 0; 1; 2; . . .Þ: ð28Þ
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The lowest natural frequencies are x10 = 6.0578 s�1 and x01 = 9.5048 s�1, respectively. We will first simulate
the case with the excitation frequency x = 3.635 s�1, which is away from the natural frequency of the tank,
and b = 0.005 m. The tank is set on a shaking table making an angle u = 30� from the axis of oscillation.
In the entire sloshing process, the sloshing amplitude will remain small and the linear theory in (25) applies.

In the numerical simulation, the domain is discretized by 114 � 62 uniform grids with Dx = Dy = 0.005 m
in the horizontal plane and 45 non-uniform grids with 25 grids (the minimum Dz = 0.001 m) near the free sur-
face are used in the vertical direction. The time step is automatically adjusted to ensure the numerical stability.
The simulation runs up to t = 20 s and it took about 55 CPU hours to finish this case. The snap shots of the
free surface at t = 0.0, 4.0, 8.0, 12.0, 16.0 and 20.0 s are shown in Fig. 9, where we can see the obvious 3-D free
surface. The numerical results of free surface displacement at the center and corner of the tank are compared
to the analytical solution (25) in Fig. 10. Very good agreements are obtained in the comparison. The numerical
Fig. 9. Snap shots of free surface profiles during 3-D forced sloshing at t = 0.0, 4.0, 8.0, 12.0, 16.0 and 20.0 s.
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experiment presented in this section demonstrates the model’s accuracy in terms of coupled surge and sway
sloshing motion.

5.3. Nonlinear forced sloshing near resonance

In order to investigate the non-linearity and resonance phenomenon of sloshing under the coupled surge
and sway sloshing motion, a series of numerical test is conducted in the tank with the same dimension used
in Section 5.2. However, we will choose x = 0.985x10 so that the near resonance phenomenon will occur. In
this first simulation, the amplitude of excitation is purposely kept to be very small (b = 0.0005 m) so that the
problem remains linear in the entire simulation. In the second simulation, the larger amplitude of excitation
b = 0.005 m, which is the actual value used in the laboratory experiment, is adopted. In the former case, the
domain is discretized by a mesh system that has a uniform horizontal mesh size Dx = Dy = 0.005 m and 34
non-uniform vertical meshes with 14 grids (the minimum Dz = 0.002 m) being arranged near the free surface.
In the latter case, the domain is discretized by 114 � 62 � 30 uniform grids with Dx = Dy = 0.005 m and
Dz = 0.01 m. The time step is automatically adjusted to ensure numerical stability. Both simulations run up
to t = 8 s. It used 18 CPU hours in the former case and 52 CPU hours in the latter case. For the latter case,
strong non-linearity will present in the sloshing. Two wave probes are used to measure the free surface dis-
placement and they are located at (�0.265, 0.0) m for Probe 1 and (0.0, 0.135) m for Probe 2 (Fig. 8). One
more numerical wave gauge is placed at the corner of the tank (�0.285, �0.155) m.

The normalized free surface elevations at three positions are compared with the analytical solution for the
small excitation and experimental data for the large excitation (Fig. 11). It is shown that both cases generate
resonance phenomenon. When the excitation amplitude is small, the numerical results agree very well with the
linear analytical solution at all positions. However, as the excitation amplitude increases, the free surface ele-
vation deviates significantly from the linear solution; instead it matches well with the experimental data. Fur-
thermore, the wave crest becomes sharper and the trough becomes flatter, a typical phenomenon in non-linear
wave. All of these demonstrate the good performance of the model in simulating 3-D strongly non-linear
liquid sloshing.
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The simulation results of the sloshing water are shown in Fig. 12. As most of the tank space is filled with
water and the excitation amplitude is large, the sloshing water will hit the ceiling of the tank. The plunging
wave is formed that generates many water droplets when the free surface is broken.

The time histories of the free surface elevation, which is estimated by integrating the VOF function in ver-
tical direction, at (0.0, 0.0), (�0.15, �0.08) and (�0.285, �0.155) m are shown in the left column of Fig. 13. It
can be seen that the wave amplitude at the corner is much larger than that at the center. Due to the ceiling
effect, the growth of positive free surface displacement is restricted as shown in Fig. 13c. Using the fast Fourier
transform (FFT) technique, we can obtain the corresponding wave energy density spectrum (right column of
Fig. 13). The dominant frequency of the energy density is 0.58 Hz, which is equal to the frequency of the exter-
nal excitation. The second peak corresponds to 1.16 Hz, a little larger than the lowest theoretical natural fre-
quency 0.96 Hz. This probably arises from the ceiling effect that increases the effective sloshing frequency. The
turbulence energy resolved by the LES is comparably small and decays as the increase of frequency. The above
simulation demonstrates the capability of the model in simulating violent liquid sloshing with broken free
surfaces.
Fig. 12. Snap shots of violent sloshing at t = 0.4, 0.6, 0.9, 1.0, 1.2 and 1.6 s.
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Finally as the demonstration, the violent liquid sloshing under six DOF excitations is simulated. The slosh-
ing contains broken free-surface and strong turbulence. The study present in this paper shows that the present
model is a promising numerical tool for simulating highly non-linear liquid sloshing in a rigid tank. Future
study, however, is still required to quantify the turbulence effect on energy dissipation and the strong impulsive
pressure generated by broken free surface during sloshing process. The effect of baffles on sloshing is also being
studied, which shall be reported later separately.
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